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Dear Editors,

In recent years, artificial intelligence (AI) has emerged as a val-
uable tool in radiology, promising to enhance diagnostic accuracy, 
efficiency, and predictions of patient outcomes. ChatGPT, a pow-
erful large language model (LLM) developed by OpenAI, has gar-
nered considerable attention worldwide.1 ChatGPT has the poten-
tial to revolutionize radiology by providing a more streamlined and 
accurate approach to analyzing and interpreting medical images.2

We recently read with great interest the insightful article titled 
“Feasibility of differential diagnosis based on imaging patterns us-
ing a large language model” by Dr. Kottlors et al.,3 published in the 
July 2023 issue of Radiology. The authors aimed to assess the per-
formance of LLMs in identifying relevant differential diagnoses 
based on specific imaging patterns. Dr. Kottlors et al.3 found that 
GPT-4 achieved a concordance rate of 68.8% (55 out of 80 cases) 
with expert consensus in generating the top differential diagnoses. 
Notably, 93.8% (75 out of 80 cases) of the differential diagnoses 
proposed by GPT-4 were considered acceptable alternatives.

Dr. Kottlors et al.3 have conducted groundbreaking research 
demonstrating the potential of LLMs to generate relevant differ-
ential diagnoses based on imaging patterns. Their work serves as 
a proof-of-concept for enhancing diagnostic decision-making and 
significantly reducing the time and resources required for diagnosis 
by enabling real-time analysis and interpretation of images. In clini-
cal practice, variability in observation and interpretation is common 
among radiologists due to individual differences in biases, training, 
and specialized knowledge. Remarkably, LLMs address these chal-
lenges by employing a fixed algorithm trained on extensive data, 
thereby offering consistent and accurate interpretations of medical 
images.4 Moreover, LLMs contribute to streamlined workflows and 
enhance patient experience by enabling radiologists to analyze and 

interpret images more efficiently. Another significant advantage is 
their ability to generate code tailored for medical imaging research.5 
Additionally, LLMs can empower individuals with minimal or no 
coding experience to transform research concepts into practical 
code,5 which is instrumental in developing machine learning models 
specifically designed for medical imaging research.

While the limitations of ChatGPT are acknowledged, a signif-
icant concern is its performance dependency on the quality and 
quantity of training data.4 Data collection, analysis, and interpreta-
tion can be complex and time-consuming, with data often being 
noisy or biased, significantly impacting the accuracy and reliabil-
ity of ChatGPT. ChatGPT may underperform in detecting rare or 
atypical cases for which it lacks specific training. Its performance 
may also be limited in specific subgroups or modalities if the train-
ing data predominantly represents other subgroups or different im-
aging modalities. Additionally, ethical considerations are crucial to 
ensure its reasonable and beneficial application. Challenges such 
as detecting plagiarism or publication fabrication with language 
models such as ChatGPT are notable.6 Furthermore, new ethical 
challenges related to accountability, bias, and transparency may 
arise. Inaccurate diagnoses can profoundly impact patients when 
algorithms are biased or trained on misleading data, potentially 
leading to disparities in medical care. Copyright issues also need 
to be addressed, as algorithms are trained using essential informa-
tion sourced from various origins.

Horiuchi et al.7 assessed GPT’s diagnostic performance in neu-
roradiology across various conditions, highlighting that despite its 
adaptability, GPT’s diagnostic accuracy might still vary among 
specific diseases. They emphasized the need for further compari-
sons with radiologists to fully evaluate its reliability and effective-
ness. In another study, Nakamura et al.8 explored GPT’s potential 
to automate lung cancer staging and TNM classification using CT 
radiology reports, suggesting significant promise in this area with 
recommendations to enhance numerical reasoning and domain-
specific knowledge. Chung et al.9 investigated GPT’s capability to 
generate concise, patient-friendly MRI reports for prostate cancer 
patients, achieving readability at a sixth-grade level and enhancing 
physician satisfaction. Additionally, Nakaura et al.10 investigated 
GPT-3.5 and GPT-4’s ability to produce readable radiology reports 
from succinct imaging findings, emphasizing the need for radiolo-
gist verification of accuracy in clinical impressions and diagnoses.

The continuous evolution of language models, such as Chat-
GPT, is paving the way for extensive research and development 
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in conversational AI. This section explores potential technical ad-
vancements and innovative directions aimed at enhancing Chat-
GPT’s capabilities, addressing current limitations, and advancing 
conversational AI systems. Future research avenues for ChatGPT 
span a spectrum of technological challenges and opportunities. 
Looking ahead, the future of LLMs in radiology appears promis-
ing, poised to improve patient care, enhance outcomes, and em-
power radiologists with advanced capabilities.

In conclusion, efforts should be increased to advance ChatGPT, 
ensuring that the algorithm is trained on high-quality data and a di-
verse range of imaging findings in clinical conditions. It is crucial 
to address ethical challenges, including accountability, bias, trans-
parency, and privacy concerns, in the integration of AI-generated 
decision aids into human decision-making processes.
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